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**Перечень тем курсовых работ**

1. Основные этапы разработки интеллектуальных систем бизнес-анализа;
2. Подготовка исходных данных к машинному обучению;
3. Создание Хранилища данных и организация доступа;
4. Оценка качества данных. Профайлинг и аудит данных;
5. Проблема пропущенных данных и ее возможные решения;
6. Редактирование выбросов и аномальных значений;
7. Поиск и редактирование дубликатов и противоречий;
8. Спектральная обработка ряда;
9. Преобразование Дата/время при подготовке временного ряда;
10. Группировка и разгруппировка данных. Задачи, решаемые группировкой;
11. Квантование данных. Назначение квантования. Параметры квантования, определение границ интервалов и задание меток;
12. Создание новых полей с помощью калькулятора;
13. Слияние наборов данных. Типы объединения;
14. Изменение структуры таблицы. Кросс-таблица и свертка столбцов;
15. Создание репрезентативного множества. Сэмплинг и Разбиение на множества. Методы выборки данных. Размеры обучающего и тестового множества;
16. Подготовка временного ряда к прогнозированию. Скользящее окно. Критерии выбора погружения в ряд;
17. Отбор переменных в модель логистической регрессии. Конечные классы. WoE-анализ. Метрики классов и значимость входных признаков;
18. Применение скриптов в сценариях обработки данных;
19. Групповая обработка данных по похожим сценариям;
20. Применение переменных в сценариях обработки данных;
21. Оценка степени периодичности ряда с помощью метода автокорреляции;
22. Выявление закономерностей между связанными событиями. Ассоциативные правила. Шаблоны покупок. Достоверность и Лифт АП;
23. Задачи, решаемые с помощью кластеризации. Кластеризация k-means, g-means. Область применения;
24. ЕМ-кластеризация. Автоматическое определение кластеров. Оценка на основе логарифмической функции правдоподобия;
25. Кластеризация транзакций. Эвристический алгоритм CLOPE. Глобальная функция стоимости. Область применения кластеризации транзакций;
26. Самоорганизующиеся карты (Self Organizing Maps - SOM). Кластеризации многомерных векторов – алгоритм проецирования с сохранением топологического подобия. Инициализация начальных весов. Область применения карт Кохонена.
27. Линейная регрессия. Коэффициенты регрессии. Область применения;
28. Логистическая регрессия. Прогнозирование бинарной переменной. Коэффициенты регрессии. ROC-анализ. Lift-анализ. Оценка качества модели;
29. Дерево решений. Нормализация полей. Обучающая выборка. Параметры обучения. Значимость атрибутов. Правила. Что-если. Таблица сопряженности;
30. Нейронная сеть. Требования к обучающей и тестовой выборке. Задание структуры нейронной сети. Скрытые слои и активационная функция. Определение числа связей и переобучение сети. Область применения нейронных сетей.